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Abstract In this paper, we consider a mixed dispersal model with periodic and
Dirichlet boundary conditions and its corresponding linear eigenvalue problem. This
model describes the time evolution of a population which disperses both locally and
non-locally. We investigate how long time dynamics depend on the parameter val-
ues. Furthermore, we study the minimization of the principal eigenvalue under the
constraints that the resource function is bounded from above and below, and with
a fixed total integral. Biologically, this minimization problem is motivated by the
question of determining the optimal spatial arrangement of favorable and unfavor-
able regions for the species to die out more slowly or survive more easily. Our nu-
merical simulations indicate that the optimal favorable region tends to be a simply-
connected domain. Numerous results are shown to demonstrate various scenarios of
optimal favorable regions for periodic and Dirichlet boundary conditions.
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1 Introduction

To describe the dispersal of species, population dynamics models are commonly
used. Random dispersal describes the movement of organisms between adjacent
spatial locations [30, 6]. However, the movement of some organisms such as seeds
of plants can occur between non-adjacent spatial locations and is thus non-local. In
the recent years, there have been extensive studies on nonlocal models [7, 17, 10,
15, 14, 11, 13, 28, 21, 22, 12, 16, 29, 31, 1, 27, 2] and mixed models [18, 24, 32].
Here, we work on a mixed model which was proposed in [24] and study the time
evolution problem and optimization of its corresponding eigenvalue problem under
a heterogeneous environment.

The model which describes the species adopting both local and nonlocal dispersal
is of the form

∂u
∂ t

= d [τ∆u+(1− τ)K u]+ f (x,u), t > 0,x ∈ RN (1)

where u(x, t) denotes the density of species at location x and time t, and the expres-
sion ∆ = Σ N

i=1
∂ 2

∂x2
i

is the Laplace operator in RN accounting for random dispersal of

species. The nonlocal operator K is defined by

(K u)(x) :=
∫
RN

k (|x− y|)u(y)dy−u(x) (2)

where k = k(r) is a smooth and monotone decreasing function with compact support
and k(r) satisfies

ωN

∫
∞

0
k(r)rN−1dr = 1 (3)

where ωN denotes the area of the surface of the N−dimensional unit ball. Addi-
tionally, d is a positive constant which measures the total number of dispersal indi-
viduals per unit time, the constant 0 < τ ≤ 1 measures the fraction of individuals
adopting random dispersal, and, if the logistic model is used, the reaction term is

f (x,u) = u(m(x)−u) (4)

where m(x) represents the resource function. In the biological applications, it is
common to assume that m(x) satisfies

−m1 ≤ m(x)≤ m2 and
∫

Ω

m(x)dx = M (5)

where m1 and m2 are positive constants and the constant M could be positive or
negative depending on whether the environment is friendly or hostile. This resource
function m(x) is positive in the favorable part of habitat and negative in unfavorable
one. For the kernel function in (3), we use k(r) = k∗(r/δ )/δ N with
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k∗(r) =

{
CN exp

(
1

|r|2−1

)
for |r|< 1

0 for |r| ≥ 1
(6)

where CN is chosen so that (3) is satisfied. CN ≈ 2.2523 in one dimension while
CN ≈ 2.1436 in two dimensions.

In this paper, we consider the mixed dispersal model (1) on a bounded domain Ω

with Dirichlet and periodic boundary conditions. The model (1) on Ω with Dirichlet
boundary conditions is given by{

ut = d [τ∆u+(1− τ)K u]+u(m(x)−u) for x ∈Ω ,
u(x, t) = 0 for x ∈ ∂Ω .

(7)

One can view this model as the model on RN by a zero extension of u(x, t) from Ω

to RN\Ω .
The model (1) with the periodic boundary conditions is given by{

ut = d [τ∆u+(1− τ)K u]+u(m(x)−u) for x ∈ RN ,
u(x, t) = u(x+ p, t) for x ∈ RN ,

(8)

where p = (p1, p2, ..., pN) is a constant vector and the condition u(x) = u(x+ p)
for x ∈ RN is the so-called p−periodic function. One can view this as a periodic
extension from a finite domain Ω = (0, p1)× (0, p2)× ·· ·× (0, pN) to RN . When
the periodic conditions are considered, m(x) is assumed to be p-periodic as well.

In the early publications, the focus was on the local dispersal corresponding to
τ = 1 in the model (7). The long term dynamics were analyzed in terms of values
of the diffusion parameter d on a bounded domain Ω ⊂RN with Dirichlet boundary
conditions [4, 5]. It was found that whether u = 0 is a global attractor depends on
the relationship of d and the principal positive eigenvalue Λ1 (the smallest positive
simple eigenvalue with a corresponding eigenfunction with no sign change) of the
indefinite weight eigenvalue problem

−∆ψ = Λm(x)ψ

where m(x) satisfies mes{Ω+ : m(x)> 0} 6= 0 (favorable region), mes{Ω− : m(x)<
0} 6= 0 (unfavorable region), and

∫
m(x) = M < 0. Here mes{X} denotes the

Lebesgue measure of X . It was also shown in [4, 5] that the model (7) with τ = 1
yields a unique positive steady state which is a global attractor for nonnegative non-
trivial solutions, provided d is sufficiently small namely d < 1/Λ1. On the contrary,
the solution u = 0 is a global attractor for nonnegative solutions if d > 1/Λ1, so that
the population tends to extinction.

This motivated studies on the minimization of the principal positive eigenvalue in
terms of spatial heterogeneity of the resource m(x), which allows species with larger
dispersal rate d to survive. In [25, 20], the minimization of the principal eigenvalue
was studied with Dirichlet, Neumann, and Robin boundary conditions. The opti-
mal arrangement of m(x) for Dirichlet boundary conditions prefers Ω+ be a sim-
ply connected region away from the boundary on the convex domain. However, for
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Neumann boundary conditions, Ω+ remains a simply connected domain and leans
toward to the part of boundaries with high curvature. For Robin boundary conditions
∂u
∂n +βu = 0 , there exists a threshold β ∗ at which a transition from a Dirichlet like
scenario to Neumann like one occurs.

In [7], the model (1) with τ = 0 and without the reaction term f (x,u) was ana-
lyzed for long time behavior. The authors proved that similar to the heat equation,
the solution exponentially converges to zero for Dirichlet boundary conditions and
exponentially converges to the mean value of the initial condition for Neumann con-
ditions. In [31], proofs of the existence and uniqueness of positive solutions for the
nonlocal dispersal equation were obtained by the monotone iteration method. A re-
cent result on the optimal distribution of resources when the total resource was fixed
was obtained in [1]. The authors proved that the optimal m(x) is of bang-bang type
for the model (1) with τ = 0 and a uniform kernel on a bounded domain Ω ⊂ R.

The stability of the equilibrium solution u = 0 of (7) and (8) depends on the sign
of the principal eigenvalue of the corresponding linear eigenvalue problem

L φ ≡−d [τ∆φ +(1− τ)K φ ]−m(x)φ = λφ . (9)

with the corresponding boundary conditions. It was shown in [24] that the principal
eigenvalue can be expressed in a variational formulation

λp = inf
06=v∈H 1(Ω)

∫
Ω=(0,p1)×(0,p2)×···×(0,pN)

vL vdx∫
Ω=(0,p1)×(0,p2)×···×(0,pN)

v2dx
(10)

for periodic boundary conditions and

λD = inf
06=v∈H 1

0 (Ω)

∫
Ω

vL vdx∫
Ω

v2dx
(11)

for Dirichlet boundary conditions.
When the principal eigenvalue is positive, u = 0 is a stable equilibrium and the

species cannot invade from a low initial population. When the principal eigenvalue is
negative, u = 0 is unstable and the species can invade from a low initial population.
The interesting question is how the spatial heterogeneity of the resource which is
represented by m(x) can affect the principal eigenvalue.

Thus, we will study the optimization problem which looks for the minimal eigen-
value

λ
∗
p = min

m(x)
λp and λ

∗
D = min

m(x)
λD, (12)

when the resource function m(x) is a bang-bang function subject to

m =−m1 or m2 a.e. and
∫

Ω

m(x)dx = M . (13)

The rest of this paper is organized as follows. Sect. 2 is devoted to the analytic study
of the mixed model with Dirichlet boundary conditions. In Sect. 3, we present nu-
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merical approaches to solve time-dependent equations (7) and (8). We also study
the corresponding linearized eigenvalue problem (9) and show how the eigenvalue
varies with respect to diffusion coefficients d and τ . Furthermore, we use a rear-
rangement algorithm to find the optimal configuration of m(x) in (12) which mini-
mizes the principal eigenvalue so that the species will die out more slowly or survive
more easily. Conclusions and future work are discussed in Sect. 5.

2 Analytical Results

In [24], the time evolution problem with periodic boundary conditions (8) was stud-
ied and the solution is nonnegative preserving (i.e. if the initial data u(x,0) is non-
negative, the solution u(x, t) remains nonnegative at all later times t.) For any value
of the parameter δ 6= 0 the integral operator K is of Hilbert-Schmidt type (that im-
plies it is continuous and compact). K is a self-adjoint operator L2(Ω)→ L2(Ω)
[24].

In the following, we will focus on the proofs for the properties of mixed dispersal
model with Dirichlet boundary conditions.

Theorem 1 There exists a constant D∗, such that if the diffusion coefficient d > D∗,
no positive stationary states of (1) exist.

Proof. Let us first estimate the integration involving K :∫
Ω

u(K u)dx =
∫

Ω

∫
Ω

u(x)k(|x− y|)u(y)dydx−
∫

Ω

u2(x)dx

=
∫

Ω

∫
Ω

u(x)k(|x− y|)u(y)dydx−
∫

Ω

k(|x− y|)dy
∫

Ω

u2(x)dx

=
∫

Ω

∫
Ω

u(x) [k(|x− y|)(u(y)−u(x))]dydx

=
1
2

∫
Ω

∫
Ω

u(x) [k(|x− y|)(u(y)−u(x))]dydx

+
1
2

∫
Ω

∫
Ω

u(y) [k(|y− x|)(u(x)−u(y))]dxdy

= −1
2

∫
Ω

∫
Ω

[
k(|x− y|)(u(y)−u(x))2

]
dydx

≤ 0 . (14)

Let u(x) be a nonnegative stationary solution of (7). Then u(x) satisfies

τ∆u =−1
d

u(m(x)−u)+(τ−1)K u

Multiplying the equation by u and integrating over the domain Ω , we obtain

τ

∫
Ω

u∆udx =−1
d

∫
Ω

u2(m(x)−u)dx+(τ−1)
∫

Ω

u(K u)dx .
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Integrating by parts and using the Dirichlet boundary conditions, we obtain

τ

∫
Ω

|∇u|2dx =
1
d

∫
Ω

u2(m(x)−u)dx+(1− τ)
∫

Ω

u(K u)dx

≤ 1
d

∫
Ω

u2m(x)dx≤ m2

d

∫
Ω

u2dx .

Applying the Poincare inequality on the right hand side term, we obtain

τ

∫
Ω

|∇u|2dx≤ cΩ

m2

d

∫
Ω

|∇u|2dx .

where cΩ is a constant that depends on Ω . In one dimension, cΩ = |Ω |2
π2 . Thus

(dτ− cΩ m2)
∫

Ω

|∇u|2dx≤ 0

If
d ≥ m2cΩ

τ
=: D∗, (15)

it implies that we must have u≡ 0 . ut

Theorem 2 If d > D∗, then ||u||1 decays exponentially.

Proof. Let us define the energy function E(t) = 1
2
∫

Ω
u2(x, t)dx. The rate of change

of energy is

E ′(t) =
∫

Ω

uutdx

= d
(

τ

∫
Ω

u∆udx+(1− τ)u(K u)dx
)
+
∫

Ω

mu2dx−
∫

Ω

u3dx .

Dropping the last term due to the positivity preserving of the solution [24, 29],
applying the kernel estimation (14) on the second term, and applying the Poincare
inequality on the third term, we obtain

E ′(t)≤ [−dτ +m2cΩ ]
∫

Ω

|∇u|2dx .

Denote D := [−dτ +m2cΩ ]. Note that d >D∗ implies that D< 0. Applying Poincare
inequality again, we then have

E ′(t)≤ D
∫

Ω

|∇u|2 ≤ D
cΩ

∫
Ω

u2dx .

By using Grönwall’s inequality, now we have

E(t)≤ E0 exp
(

2D
cΩ

t
)

.
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As a result we now have the decay rate estimation of 1-norm of u(x, t):

∫
Ω

|u|dx ≤ |Ω |1/2
(∫

Ω

u2dx
)1/2

= 21/2|Ω |1/2E1/2(t)

≤ (2|Ω |E0)
1/2 exp

(
D
cΩ

t
)

.

ut

Theorem 3 If d < D∗, ||u||1 is bounded from above.

Proof. Multiplying equation (7) by u and integrating over the domain Ω , we obtain∫
Ω

u3dx =−dτ

∫
Ω

|∇u|2dx+d(1− τ)
∫

Ω

u(K u)dx+
∫

Ω

m(x)u2dx

which implies that

||u||33 =
∫

Ω

u3dx≤
(

m2−
dτ

cΩ

)∫
Ω

u2dx .

By using ||u2||3/2 = ||u||23, we have

∫
Ω

u2dx≤
(∫

Ω

(
u2)3/2

dx
)3/2

|Ω |1/3 ≤ ||u||23|Ω |1/3 .

Thus,

||u||3 ≤
(

m2−
dτ

cΩ

)
|Ω |1/3 .

We then have

||u||1 =
∫

Ω

udx ≤
(∫

Ω

u3dx
)1/3

|Ω |2/3 .

≤
(

m2−
dτ

cΩ

)1/3

|Ω |7/9 .

ut

Note that the upper bound derived here is a decreasing function in d.

Theorem 4 If d > D∗, the principal eigenvalue is positive if exists.

Proof. Denote the normalized eigenfunction, i.e.
∫

Ω
φ 2dx = 1, which corresponds

to λD by φ , thus
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λD = −
∫

Ω

φ {d [τ∆φ +(1− τ)K φ ]+mφ}dx

=
∫

Ω

d
[
τ|∇φ |2− (1− τ)φ (K φ)

]
−mφ

2dx

≥ d
[

τ

cΩ

− m2

d

]∫
Ω

φ
2dx = d

[
τ

cΩ

− m2

d

]
.

Thus if d > D∗ defined in (15), we have λD > 0. ut

Theorem 5 Let λD(d1) and λD(d2) be the corresponding principal eigenvalues for
d = d1 and d = d2. If d1 > d2, then λD(d1)> λD(d2).

Proof. Denote the normalized eigenfunction which corresponds to λD(d1) by φ ,
thus

−{d1 [τ∆φ +(1− τ)K φ ]+mφ}= λD(d1)φ . (16)

Since φ is not necessarily the eigenfunction which corresponds to λD(d2), we have

−
∫

Ω

{d2 [τ∆φ +(1− τ)K φ ]+mφ}φdx≥ λD(d2) . (17)

Multiplying (16) by φ , integrating by parts, and subtracting (17), we have

λD(d1)−λD(d2) ≥ (d1−d2)

[
τ

∫
|∇φ |2dx− (1− τ)

∫
φ (K φ)dx

]
> 0 .

ut

Theorem 6 Let λD(τ1) and λD(τ2) be the corresponding principal eigenvalues for
τ = τ1 and τ = τ2. For any given Ω with Poincare constant cΩ < 1, if τ1 > τ2, then
λD(τ1)> λD(τ2).

Proof. Denote the normalized eigenfunction which corresponds to λD(τ1) by φ ,
thus

−{d [τ1∆φ +(1− τ1)K φ ]+mφ}= λD(τ1)φ . (18)

Since φ is not necessary the eigenfunction which corresponds to λD(τ2), we have

−
∫

Ω

{d [τ2∆φ +(1− τ2)K φ ]+mφ}φdx≥ λD(τ2) . (19)

Multiplying (18) by φ , integrating by parts, and subtracting (19), we have

λD(τ1)−λD(τ2) ≥ d(τ1− τ2)

[∫
|∇φ |2dx+

∫
φ (K φ)dx

]
≥ d(τ1− τ2)

[
1

cΩ

∫
φ

2dx−
∫

φ
2dx
]

≥ d(τ1− τ2)

[
1

cΩ

−1
]∫

φ
2dx = d(τ1− τ2)

[
1

cΩ

−1
]
.

If cΩ < 1, we have λD(τ1)> λD(τ2) . ut
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Theorem 7 Let m(x) be any given function satisfying (5) and m̄(φ ) be the bang-
bang function satisfying (13) for the normalized eigenfunction φ(x) of m(x), i.e.
m̄(φ ) = m2χEα

−m1χEΩ \α where Eα(φ) =
{

x ∈Ω : φ 2(x)> α
}

and α is chosen
so that |Eα |m2−|Ω\Eα |m1 = M holds. (In case φ = 0 on a set of positive measure,
it is also possible to choose such a bang-bang function. See [4]). Then, the principal
eigenvalue satisfies

λD(m)≥ λD(m̄).

Proof. For any given eigenfunction ψ ,∫
Ω

(m̄(ψ)−m)ψ
2dx =

∫
Eα

(m2−m)ψ
2dx+

∫
Ω\Eα

(−m1−m)ψ
2dx

≥ α

∫
Eα

(m2−m)dx−α

∫
Ω\Eα

(m1 +m)dx

= α

∫
Eα

(m̄−m)dx = 0,

we obtain

λD(m̄) = inf
06=v∈H1

0 ,||v||2=1

∫
Ω

−d
[
−τ|∇v|2 +(1− τ)v(K v)

]
− m̄v2dx

≤
∫

Ω

−d
[
−τ|∇φ |2 +(1− τ)φ(K φ)

]
− m̄φ

2dx

≤
∫

Ω

−d
[
−τ|∇φ |2 +(1− τ)φ(K φ)

]
−m(x)φ 2dx

= λD(m(x))

where φ is the normalized eigenfunction corresponds to m(x). The proof for λp(m̄)≤
λp(m) follows the same arguments. ut

Here, we prove a theorem which is related to our rearrangement algorithm to
find the optimal configuration of the resource function m(x). Given a function m(x)
defined in Ω and satisfying (5), we say that m0(x) belongs to the class of rearrange-
ments R = R(m(x)) if

mes{x ∈Ω : m0(x)≥ β}= mes{x ∈Ω : m(x)≥ β}, ∀β ≥ 0 .

Theorem 8 Let m0(x) belongs to the class of rearrangements R(m(x)). Denote by
φ(x) and φ0(x) the corresponding normalized eigenfunctions of resource functions
m(x) and m0(x), respectively. If∫

Ω

m0φ
2dx≥

∫
Ω

mφ
2dx, (20)

then λD(m0)≤ λD(m). Similarly, λp(m0)≤ λp(m).

Proof. By the definition of the principal eigenvalue, we have
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λD(m0(x)) =
∫

Ω

−d
[
−τ|∇φ0|2 +(1− τ)φ0(K φ0)

]
−m0(x)φ 2

0 dx

≤
∫

Ω

−d
[
−τ|∇φ |2 +(1− τ)φ(K φ)

]
−m0(x)φ 2dx

≤
∫

Ω

−d
[
−τ|∇φ |2 +(1− τ)φ(K φ)

]
−m(x)φ 2dx

= λD(m(x)) .

The proof for λp(m0)≤ λp(m) follows the same arguments. ut

This result allows one to find a new configuration m0(x) satisfying (13) with
a smaller eigenvalue for any given m(x) satisfying (13). It is well known that
supm(x)

∫
Ω

m(x)φ 2dx is obtained when m(x) is arranged to be a monotone increasing
function in φ 2 [19] which means that the optimal choice is m̄(φ ) = m2χEα

−m1χEΩ \α
where Eα(φ)=

{
x ∈Ω : φ 2(x)> α

}
and α is chosen so that |Eα |m2−|Ω\Eα |m1 =

M holds.

3 Numerical Implementation

In this section, we discuss the numerical approaches to the mixed dispersal model
with both Dirichlet and periodic boundary conditions. We solve the linearized eigen-
value problem (9) and time evolution problems (7) and (8), as well as the opti-
mization problem which determines the optimal arrangement of the resources. For
simplicity, we use finite difference approaches on one-dimensional interval and two-
dimensional rectangular domains and use a finite element approach on general do-
mains such as dumbbell shapes with Dirichlet boundary conditions.

3.1 Finite difference method

For one-dimensional finite difference approach, we use the method proposed in [24].
The model (1) in one dimensional interval I = [0,L] is described by

ut = d
[

τuxx +(1− τ)

(
1
δ

∫
I
k∗
(

x− y
δ

)
u(y)dy−u(x)

)]
+u(m(x)−u), (21)

with k∗ defined in (6). The corresponding eigenvalue problem is

−d
[

τuxx +(1− τ)

(
1
δ

∫
I
k∗
(

x− y
δ

)
u(y)dy−u(x)

)]
−m(x)u = λu . (22)

We discretize the domain by using a uniform mesh: xi = ih for i = 0,1,2, ...,N,
with the mesh size h = L/N. Denote by ui the numerical approximation of u(xi). For
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Dirichlet boundary conditions, zero values are assigned to u0 and uN . We seek for the
solution U = (u1,u2, ...,uN−1)

T . For periodic boundary conditions, we have u0 = uN
and seek for the solution U = (u1, ...,uN)

T . The local dispersal term uxx is approxi-
mated by a second order central difference scheme and the nonlocal dispersal term
involving integration is approximated by the trapezoidal method. The discretization
of (21) leads to a system of ordinary differential equations. With given initial values
of U, we use forward Euler method to compute the solution at any later time under
the stability restriction on the time stepsize. The discretization of (22) leads to a dis-
crete eigenvalue problem and the principal eigenvalue can be easily computed using
Arnoldi’s method.

It is very straight forward to extend this method to solve (7) and (8) in two dimen-
sions on a rectangular domain [0,Lx]× [0,Ly]. We discretize the domain by using a
mesh: (xi,y j) = (ihx, jhy) for i= 0,1,2, ...,Nx and j = 0,1,2, ...,Ny, with hx = Lx/Nx
and hy = Ly/Ny. Denote ui, j the numerical approximation of u(xi,y j). Boundary con-
ditions are enforced in the similar way in one dimension. The local dispersal term
∆u is approximated by the five-point difference scheme

∆u(xi,y j)≈
ui+1, j−2ui, j +ui−1, j

h2
x

+
ui, j+1−2ui, j +ui, j−1

h2
y

and the nonlocal dispersal term involving integration of the kernel term∫ Lx

0

∫ Ly

0
k(|(x,y)− (x̃, ỹ)|)u(x̃, ỹ)dx̃dỹ

is done with a composite trapezoidal rule in two dimensions

∑∑ki, j,ĩ, j̃wĩ, j̃uĩ, j̃

where ki, j,ĩ, j̃ is k(|(xi,y j)− (x̃i, ỹ j)|) and wĩ, j̃ are weights of composite trapezoidal
rule. The discretization of (7) and (8) again leads to a system of ordinary differential
equations while the discretization of (9) leads to a discrete eigenvalue problem.

3.2 Finite element method

On irregular domains, we use a finite element method to solve (9) with Dirichlet
boundary conditions . We use bilinear elements on quadrilaterals for the eigenfunc-
tion, and the function m(x) is represented by piecewise constants on the quadrilat-
erals. The discrete eigenvalue problem

PU = λQU (23)

where U is a solution vector with entries U j ( j = 1, . . . ,n), P is the matrix resulting
from the differential operator, integral operator, and the resource function term, and
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Algorithm 1 A rearrangement algorithm to minimize the principal eigenvalue
Give an initial guess for m(x) and compute the area of favorable region |Ω+|.
Repeat 1-3 until m(x) does not change any more

1. Solve the eigenvalue problem (9) with Dirichlet or periodic boundary conditions by the finite
difference method described in 3.1 or the finite element method described in 3.2.

2. Sort the value of φ 2 at the discrete points in the descending order and compute the threshold
α such that |{x|φ(x)2 > α}|= |Ω+|.

3. If φ(x)2 >= α , assign m(x) = m2. Otherwise, assign m(x) =−m1.

Q is the mass matrix, is solved by using Arnoldi’s algorithm. We use the deal.II
finite element library [3] to do our computations.

3.3 Optimization approach based on a rearrangement algorithm

For finding the minimal principal eigenvalue in (12) subject to (13), we adopt the
rearrangement algorithm proposed in [26]. Given an initial configuration of m(x)
which is bounded from below by −m1 and bounded from above by m2, one can cal-
culate the area for the favorable region Ω+. In the finite difference calculation, this
is done by counting the number of the mesh points which have the value m = m2
and multiplying by h in one dimension and by hxhy in two dimensions. In the finite
element approach, this is done by calculating the total area of the elements which
have the value m = m2. Next, using the rearrangement approach, we iterate m(x)
until the optimal configuration is reached. In each iteration, m2 is assigned to the
location where square values of magnitude of the eigenfunction is above the critical
threshold α which is chosen when |{x|φ(x)2 > α}| = |Ω+| is satisfied. The algo-
rithm is summarized in Algorithm 1. The stopping criterion is when two successive
m(x) are identically the same. If the algorithm stops at n−th iteration, it means that
the optimal configuration is achieved at (n−1)−th iteration.

4 Numerical Results

In this section, we study how the principal eigenvalue changes for different values
of coefficients d and τ , for both Dirichlet and periodic boundary conditions. Results
from computations on square and rectangular domains in one and two dimensions
are presented. We also present results of simulations on a general shaped domain in
two dimensions.
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4.1 One-Dimensional Results

We first study how the principal eigenvalue of Eq. (22) in the interval [0,1] varies
with respect to different values of coefficients, d and τ . In our experiments, we use
mesh size N = 400 for periodic boundary conditions and N = 1600 for Dirichlet
boundary conditions to guarantee at least two significant digits of accuracy for the
principal eigenvalue. Given m(x) = χ[0.4,0.6]−χ[0,0.4)∪(0.6,1], we compute the princi-
pal eigenvalue for d ranging from 0 to 0.1 with τ = 0,0.5, and 1. In Figs. 1(a) and
1(b), we see that the principal eigenvalue becomes negative when the total diffusion
coefficient d is relatively small in both periodic and Dirichlet cases. Furthermore,
the principal eigenvalue becomes smaller as τ decreases. In Figs. 2(a) and 2(b),
the change of λp and λD are shown with respect to τ ranging from 0 to 1 when
d = 0.01,0.05,0.1, and 1. In both periodic and Dirichlet cases, we see that λp and
λD become negative when τ is relatively small which means the species adopted
more nonlocal diffusion. Furthermore, λp and λD are both monotone increasing
functions in d with the current choice of parameters.
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Fig. 1 (a) λp versus d (b) λD versus d for τ = 0,0.5, and 1 with δ = 0.15

For time evolution problems (7) and (8), we study the long term behavior of the
solution. When the diffusion coefficient d is big enough, for example see Fig. 3 with
d = 2, the whole population dies out as time goes to infinity. In Figs. 3(a) and 3(b),
we plot the logarithm of the L1 norm of u for both periodic and Dirichlet boundary
conditions, upon which we also perform linear fitting, shown in Figs. 3(c) and 3(d).
We can see that ||u||L1 decays exponentially for both boundary conditions, which is
consistent with our analytical result in Theorem 2. On the other hand, for small total
diffusion d, the solution will finally reach a positive steady state for both periodic
and Dirichlet boundary conditions, as illustrated in Fig. 4 when d = 0.02, where we
plot the final configuration of u after time long enough to show the positive steady
state.

Finally, we determine the optimal arrangement of m(x) in an interval by using the
rearrangement approach. It turns out that for both periodic and Dirichlet boundary
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Fig. 2 (a) λp versus τ (b) λD versus τ for d = 0.01,0.05,0.1 and 1 with δ = 0.15
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Fig. 3 For large d, the population vanishes with exponential decay. In the above experiment, d = 2,
τ = 0.5, and timestep = 0.4h2. 3(a) and 3(b) show the logarithm of the L1 norm of u versus time.
3(c) and 3(d) are the linear fittings and the residues. The left column is for periodic boundary
conditions and the right column is for Dirichlet boundary conditions.
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Fig. 4 For small d, the population reaches a positive steady state eventually. Here, d = 0.02, τ =
0.5, δ = 0.15, N = 400, and timestep = 0.4h2. 4(a) and 4(b) show the final configurations of u.
The left column is for periodic boundary conditions and the right column is for Dirichlet boundary
conditions.
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Fig. 5 The optimal configuration of m(x) and the corresponding eigenfunction computed by the
rearrangement approach with d = 0.8, τ = 0.5, δ = 0.15 for (a) periodic boundary conditions
(λp = 0.57) and (b) Dirichlet boundary conditions (λD = 4.16)

conditions, the optimal favorable region is connected, as shown in Fig. 5 with d =
0.8. Here our initial guess of m(x) is

m(x) =
{

m2 for |x−0.4|< 0.05, |x−0.8|< 0.05
m1 for otherwise

which has two positive intervals with a total area to be 0.2. For Dirichlet boundary
conditions in Fig. 5(b), the optimal favorable region is found to be in the center of
the domain with area 0.2, after 5 iterations. However, for periodic boundary condi-
tions, the result is slightly different. For this particular initial m, after 3 iterations,
the system reaches the optimization solution and the favorable region turns out as
shown in Fig. 5(a), where the positive favorable region is still connected and with
area 0.2, but in a different position. In fact, for periodic boundary conditions, the



16 Chugunova et al.

positive favorable region does not necessarily stay fixed on one part of the domain
in one dimensional case. The connected positive favorable region is transferable to
any part of the domain, as long as it has the same total area. Thus, the numerical
optimization solution depends on the initial guess of m. From the results of our nu-
merical experiments, we see that the rearrangement algorithm converges in a few
iterations.

4.2 Two-Dimensional Results

In two dimensions, we perform similar numerical tests as in one dimension with
m1 = m2 = 1. On a square domain [0,1]× [0,1], we set the mesh size Nx = Ny = 50
for both periodic and Dirichlet boundary conditions. The initial guess of favorable
region of m(x) is a circle centered at (0.5,0.5) with radius 0.3. Using exactly the
same parameters d and τ as in the one dimensional case, we plot in Fig. 6 (a) and
(b) how the principal eigenvalue changes with respect to d for periodic and Dirichlet
boundary conditions. In Fig. 7 we show the curves of λp and λD changing with
respect to τ for different d. The results in two dimensions are very similar to the
ones in one dimension. Both λp and λD gets smaller as d or τ decrease with the
current choice of parameters.
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Fig. 6 (a) λp versus d (b) λD versus d with δ = 0.15 for τ = 0,0.5, and 1 in the two dimensional
case

In order to find the optimal favorable region in two dimensions, we solve the
optimization problem using a rearrangement approach. First we study the problem
on a square domain. We set the initial guess of m(x) (Fig. 8) to be a cross centered
at (0.3,0.3) with the definition below.

m(x,y) =

m2 for |x−0.3|< 0.1 and |y−0.3|< 0.2,
m2 for |x−0.3|< 0.2 and |y−0.3|< 0.1,
m1 for otherwise.

(24)
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Fig. 7 (a) λp versus τ (b) λD versus τ with δ = 0.15 for d = 0.01,0.05,0.1, and 1 in the two
dimensional case

(a) m(x) (b) eigenfunction

Fig. 8 (a) Initial configuration of m(x) with a cross shaped favorable region for the optimization
problem and (b) its corresponding eigenfunction with periodic boundary conditions in two dimen-
sions

The total area of the favorable region of the initial m(x) is 0.12. For periodic
boundary conditions, the optimized solution is reached after 3 iterations. In Fig. 9 we
show the configuration of m(x) and its corresponding eigenfunction at each iteration.
As we can see, the optimal shape of the favorable region of m turns into a circular
like shape during evolution.

Table 1 Values of λp and λD at each iteration during optimization procedure for d = 1, τ = 0.5,
δ = 0.15, Nx = Ny = 100

Iteration Periodic boundary Dirichlet boundary

1 0.7398 10.499
2 0.7394 10.073
3 0.7394 10.070
4 0.7394 10.070
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(a) iteration 1 (b) iteration 1

(c) iteration 2 (d) iteration 2

(e) iteration 3 (f) iteration 3

Fig. 9 The configuration of m(x) and its corresponding eigenfunction for the first three numerical
iterations. The optimal result λ ∗p = 0.74 is achieved at the 3rd iteration. The choice of parameters
are d = 1, τ = 0.5, δ = 0.15, and Nx = Ny = 100.
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(a) iteration 1 (b) iteration 1

(c) iteration 2 (d) iteration 2

(e) iteration 3 (f) iteration 3

Fig. 10 The configuration of m(x) and its corresponding eigenfunction for the first three numerical
iterations. The optimal result λ ∗D = 10.07 is achieved at the 3rd iteration. The choice of parameters
are d = 1, τ = 0.5, δ = 0.15, and Nx = Ny = 100.
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For Dirichlet boundary conditions, the optimal result is also obtained after 3 it-
erations, as shown in Fig. 10. The favorable region again turns into a circular like
shape but goes to the center of the domain, which is different from the periodic
boundary case. As the number of iterations increases, λD decreases before settling
at 10.07 in the end. In Table 1 , we show the values of λD for each iteration for both
periodic and Dirichlet boundary conditions.

(a) iteration 4 (b) iteration 4

(c) iteration 4 (d) iteration 4

Fig. 11 The optimal configurations of m(x) and their corresponding eigenfunctions at 4−th nu-
merical iteration for both periodic (top row) and Dirichlet boundary conditions (bottom row). The
optimal eigenvalues are λ ∗p = −0.54 and λ ∗D = −0.54. The choice of parameters are d = 0.01,
τ = 0.5, δ = 0.15, and Nx = Ny = 100.

In Fig. 11, we show the optimal results at 4-th iterations with negative eigenval-
ues when the choice of parameters are d = 0.01, τ = 0.5, δ = 0.15 for both periodic
and boundary conditions. The initial guess for periodic boundary condition is (24)
and the initial guess for Dirichlet boundary condition is (24) with the center of the
cross shifted from (0.3,0.3) to (0.5,0.5). This choice of the initial condition gives
the optimal configuration with fewer iterations. We observe that the results are sim-
ilar to the optimal configuration with positive eigenvalues.

Next, we explore the results on rectangular domains with the same width, 1, but
different heights, b. We set the initial guess of favorable region of m to be a square
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(a) b=0.35 (b) b=0.35

(c) b=0.4 (d) b=0.4

(e) b=0.5 (f) b=0.5

(g) b=0.8 (h) b=0.8

Fig. 12 The optimal favorable region and corresponding eigenfunction for b = 0.35,0.4,0.5,0.8
for periodic boundary conditions. In these experiments, d = 1, τ = 0.5, δ = 0.15, Nx = 100, and
Ny = 100b.

with width 0.2 centered at (0.3,b/2). We calculate the optimal configurations of
m(x) for b = 0.35, 0.4, 0.5 and 0.8, for both periodic and Dirichlet boundary con-
ditions, and present the final optimal m and the corresponding eigenfunctions in
Fig. 12 for periodic boundary conditions and in Fig. 13 for Dirichlet boundary con-
ditions. As we can see, for a periodic boundary, the optimal favorable region tends
to a vertical band and touches the horizontal boundary for small b, and becomes a
circular like shape when b turns bigger, which does not necessarily stay in the mid-
dle of the domain. However, for a Dirichlet boundary, for all choices of b examined,
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(a) b=0.35 (b) b=0.35

(c) b=0.4 (d) b=0.4

(e) b=0.5 (f) b=0.5

(g) b=0.8 (h) b=0.8

Fig. 13 The optimal favorable region and corresponding eigenfunction for b = 0.35,0.4,0.5,0.8
for Dirichlet boundary conditions with d = 1, τ = 0.5, δ = 0.15, Nx = 100, and Ny = 100b

the positive resource tends to a circular like shape and moves to the center of the
domain.

4.3 Dumbbell shaped domain

Here, we present numerical results via a finite element method on a dumbbell shaped
domain with Dirichlet boundary conditions. The choice of parameters are d = 1,
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τ = 0.5, and δ = 0.15. We are looking for an optimal configuration of the resource
function m(x) that minimizes the principal eigenvalue of (9). In the first experiment,
the domain Ω is dumbbell shaped and the favorable region (corresponding to Ω+)
consists of two discs with the same radius located on both ends of the dumbbell.
The initial and optimal (final) configurations of m(x) with the eigenfunctions cor-
responding to the principal eigenvalue are shown in Fig. 14. The number of cells
(quadrilaterals) in the domain is 25941. Table 2 shows the principal eigenvalue λD
versus the iteration number.

Fig. 14 Resource function m(x) (left) and the eigenfunction φD(x) corresponding to the principal
eigenvalue λD (right). The top row corresponds to the initial configuration and the bottom row
corresponds to the optimal configuration after 9 iterations.

Table 2 The principal eigenvalue λD vs. iterations for a dumbbell shaped domain (see Fig. 14)

Iteration 0 2 4 6 8 10

λD 28.5249 28.4812 28.4797 28.4527 28.3513 28.3266

For the next experiment, the two discs for the initial favorable regions have dif-
ferent radii. Results of the computation in this case are shown in Fig. 15. Table 3
shows the principal eigenvalue λD after each iteration. As we see from the figures
above, when the channel connecting the dumbbells is thinner, the optimal configu-
ration of m(x) is a single favorable region in either side. For cases where the two
favorable regions on either side have different areas, the final configuration of m(x)
is concentrated on the side that had larger area initially. Next, we take a dumbbell
shaped domain with a thicker channel. Initial favorable regions are again two discs
located at both ends. Results of the case where the two discs have the same radius
is shown in Fig. 16. The number of cells (quadrilaterals) in the domain is 21211.
As we observe from the figure, the optimal favorable region is one large area in the
middle of the thick channel away from the boundary. For the case when two discs
that have different radii, we get a very similar configuration of m(x).
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Fig. 15 Resource function m(x) (left) and the eigenfunction φD(x) corresponding to the principal
eigenvalue λD (right). The top row corresponds to the initial configuration and the bottom row
corresponds to the optimal configuration after 3 iterations.

Table 3 The principal eigenvalue λD vs. iterations for a dumbbell shaped domain (see Fig. 15)

Iteration 0 1 2 3 4

λD 28.5123 28.3965 28.3416 28.3334 28.3334

Fig. 16 Resource function m(x) (left) and the eigenfunction φD(x) corresponding to the principal
eigenvalue λD (right). The top row corresponds to the initial configuration and the bottom row
corresponds to the optimal configuration after 4 iterations.

Table 4 The principal eigenvalue λD vs. iterations for a dumbbell shaped domain with thick chan-
nel (see Fig. 16)

Iteration 0 1 2 3 4 5

λD 20.0444 19.2431 19.2346 19.2346 19.2345 19.2345
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5 Discussion

In this paper, we studied a mixed dispersal model with periodic and Dirichlet bound-
ary conditions on different shapes of one-dimensional and two-dimensional domains
both analytically and numerically. In terms of parameters values, we investigated
two possible scenarios of longtime dynamics: the population of species dying off
completely as time goes to infinity or converging to a non-trivial stationary distribu-
tion.

To analyze the convergence rate toward trivial and non-trivial stationary solu-
tions, we estimated the principal eigenvalue of the corresponding linearized problem
and solved the principal eigenvalue minimization problem in terms of the distribu-
tion of favorable and unfavorable regions. Our numerical simulations indicate that
the optimal favorable region tends to be a simply-connected domain. Numerous re-
sults are shown to demonstrate various scenarios of optimal favorable regions for
periodic and Dirichlet boundary conditions.

We would expect similar results for more general Robin-type boundary condi-
tions. It would be interesting to analyze how the longtime dynamics can be affected
by the application of spectral-parameter dependent boundary conditions (see [8] for
example) or by replacing the linear diffusion term with non-linear diffusion, taking
into account that the diffusion coefficient depends on population density. For exam-
ple, the diffusion coefficient can be taken proportional to some positive or negative
power of density, hence embracing the cases where the diffusion coefficient grows
or decreases with the density which will lead eventually to interesting pattern for-
mations [9].

As a future work we would also like to consider competition models when mul-
tiple species use different local and nonlocal dispersal strategies. Some results were
already obtained in [23] on a model of two competing species.
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